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Announcements (2)

A Feedback to the lecture evaluation
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Repetition

A Image Processing Basics

s Image Formation

s Binary Image Processing

a Linear Filters

+ Edge & Structure Extraction )
Pinhole camera model
A Segmentation & Grouping
A Object Recognition objct tnge
A Local Features & Matching
A Object Categorization
A 3D Reconstruction

A Motion and Tracking

Lenses, focal length, aperture

Color sensors
B. Leibe

Announcements

A Exam

1st Date: Monday, 29.02.,13:30 9817:30h

2nd Date: Thursday, 31.03.,09:30 812:30h
Closed-book exam, the core exam time will be 2h

We will send around an announcement with the exact starting
times and places by email.

A Test exam
« Date: Thursday, 11.02., 14:15 &15:45h, room UMIC 025
o Core exam time will be 1h
« Purpose: Prepare you for the questions you can expect.
« Possibility to collect bonus exercise points!

Computer Vision WS 15/16

B. Leibe

RWTH CHE
Announcements (3)
AToday, 1 ol | summari ze the m
the lecture.
« 't is an opportunity for you to
« éor get additional explanations
« So, please do ask.
ATodayﬁs slides are intended
Q « But they are not complete, wond
] s Also look at the exercises dthey often explain algorithms in
2 detail.
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RWTH ACHET

Recap: Pinhole Camera

A (Simple) standard and abstract model today
s Box with a small hole in it
s Works in practice

image

plane

- pinhole -~ vinual
image
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Source: Forsvth & Ponce. B. Leibe
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Recap: Focus and Depth of Field

Thin lens: scene
221 | points at distinct

/ | depths come in focus
el - Aoalx - - at different image
Ll A S A planes.

. (Real camera lens
. bl systems have greater

ocircles o‘f”“ c%erpghuqsfiﬁ%lg'g

A Depth of field: distance between image planes where
blur is tolerable

ource: Shapiro & B. Leibe

TWTHACHE
Recap: Color Sensing in Digital Cameras

Bayer grid

>

o

L
|
|
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Estimate missing compo -
nents from neighboring .
values (demosaicing) *

Filter Layes

—— Sensor Amay

9
B. Leibe

ource; Steve Seitz
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Recap: Binary Processing Pipeline

A Convert the image into binary form
o Thresholding

A clean up the thresholded image
s Morphological operators

A Extract individual objects
s Connected Components Labeling

A Describe the objects
o Region properties

B. Leibe lmage Source: D Kimet gl Cytometry 35(1) 1999

RWTHAACHE
Recap: Field of View and Focal Length
A Ast gets smaller, image //
becomes more wide angle 4

« More world points project
onto the finite image plane

Field of view

A Ast gets larger, image fy
becomes more telescopic = ----4 e e

« Smaller part of the world
projects onto the finite
image plane

Computer Vision WS 15/16

8
B. Leibe from R. Duraiswami

Repetition

A Image Processing Basics
« Image Formation
« Binary Image Processing
o Linear Filters
« Edge & Structure Extraction

A Segmentation & Grouping
A Object Recognition }:'
A Local Features & Matching
A Object Categorization

A 3D Reconstruction

A Motion and Tracking

i

[
A B-(ASH®H
Morphological Operators

o

Connected Components
10
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B. Leibe

Recap: Robust Thresholding

‘background

Ideal histogram,
light object on
dark background

-

grey level

trequency Actual observed
histogram with

il .

pixel value

Assumption here:
only two modes
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Source: Robvn Owen: B. Leibe




Recap: Gl obal

A Precompute a cumulative grayvalue histogram  h.
A For each potential threshold T
1.) Separate the pixels into two clusters according to T.

2.) Compute both cluster means  /7(Tand  m(T)
Look up ny, nyin h

ny(T) = jvl(x;y) <T o ny(T)= jyl(x;y) , T
3.) Compute the between -class variance S eelT)
oo (T) = m(Dna(T) (i (T) — o (7))

A choose the threshold that maximizes _
T = arngax V‘Ez)etween ()
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B. Leibe

RWTHAACTE
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Recap: Opening

A Definition
« Sequence of Erosion and Dilation
A-B=(ASB)®B

A Effect
s A ° Bis defined by the points that
are reached if B is rolled around
inside A.
Y Remove small objects,
keep original shape. \ o)
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B. Leibe lmage Souce: RC.G

RWTH CHE
Recap: Dilation
A Definition P E—
. 6The di | AbyBinthesdt I ‘
of all displacements  Z, such that =
(), and Aoverlap by at least one Bl
elvementé. A AAB,
0 ((@zis the mirrored version of B, o
shifted by 2)
g o |o
5 A Effects -
% o If current pixel  Zis foreground, set all B, |
2 pixels under (B), to foreground. .
; Y Expand connected components
E Y Grow features .
S| Y Filholes AR,
B. Leibe lmage Source: R.C. les & R.E, WC:ILD5
RWTH ACHET
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Recap: Background Surface Fitting

A Document images often contain a smooth gradient
Y Try to fit that gradient with a polynomial function
- ‘ )

av |

Fitted surface

£

Shading compensation

ource: Lu & C, TanBlepecpaRso7

RWTHAACHE

Recap: Erosion

A Definition
s 0The er oAlbydrsthe set
of all displacements  Z such that
(B), is entirely contained in A6 .

n

A Effects

o If not every pixel under  (B),is
foreground, set the current pixel z
to background.

Y Erode connected components

Y Shrink features

Y Remove bridges, branches, noise

B. Leibe

Image Source: R.C Gonzales & R.E. Woos

16

©
=
Tl
=
(%)
=
=
o)
2
>
g
=
=
E
5]
o

Recap: Closing

A Definition
« Sequence of Dilation and Erosion
AB=(ADB)OB

A Effect
o A+ B is defined by the points that
are reached if B is rolled around
on the outside of A.
Y Fill holes, @&
keep original shape.

B Leibe lmage Source: R.C.Gonzale
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Recap: Connected Components Labeling Recap: Region Properties
A Process the image from left to
right, top to bottom:
1.) If the next pixel to process is 1

i.) If only one of its neighbors
(top or left) is 1, copy its label.
‘ ii.) If both are 1 and have the

same label, copy it.

A From the previous steps, we can
obtain separated objects.

A Some useful features can be
extracted once we have connected
components, including

é iii.) If they have different labels . Area
g - Copy the label from the left. g .
L2 - Update the equivalence table. L0 o Centroid . .
g iv.) Otherwise, assign a new label. g Y E)_("eme_ll points, boundlng box
S < o Circularity
2 2 s+ Spatial moments
g A Re-label with the smallest of equivalent g{ g g
2 labels FLRPR 2
£ [P 99 £
S Q
o 10 o
de credit: J. Neira B. Leibe B. Leibe
RWTH/ACHEN RWTH/ACHEN
Recap: Moment Invariants Ererge Repetition
A Normalized central moments A Image Processing Basics My

— M
hpq - ﬂg '
0
A From those, a set of invariant moments can be defined
for object description.

fL=hy+hy,

« Image Formation

« Binary Image Processing

o Linear Filters

« Edge & Structure Extraction

>

Gaussian Smoothing

:7p+q+1
g 2

A Segmentation & Grouping

I
i
!

(Additional invariant

fy=(Ny0- /702)2 +4/7121
fy=(Ns- 3/712)2 +(3,,- /703)2

moments fs, fg, f5
can be found in the
literature).

A Object Recognition
A Local Features & Matching

Derivative operators

A Object Categorization
A 3D Reconstruction
A Motion and Tracking

fy=(Ny +/712)2 +(/721+/703)2

A Robust to translation, rotation & scaling,
but dondét expect wonders (s
21
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Gaussian/Laplacian pyramid

Computer Vision WS 15/16
Computer Vision WS 15/16

B. Leibe B. Leibe

Recap: Effect of Filtering Recap: Gaussian Smoothing

A Noise introduces high frequencies.
To remove them, we want to apply a
ol oprassd filter. T

A Gaussian kernel -
1 (= +‘§
= 2

= e o
2mo?

A Rotationally symmetric
A Weights nearby pixels more
than distant ones

o This makes sense as
O6probabilisticd
about the signal

o

A The ideal filter shape in the
frequency domain would be a box.
But this transfers to a spatial sinc,
which has infinite spatial support.

A A compact spatial box filter
transfers to a frequency sinc, which
creates artifacts.

infe

?
+

A A Gaussian has compact support in
both domains. This makes it a

A A Gaussian gives a good model
of a fuzzy blob

convenient choice for alow -pass
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lmage Source: Foravih & Ponc|

B. Leibe B. Leibe
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RWTHACHE
. . . UNIVERSITY
Recap: Smoothing with a Gaussian

A Parameter Ti' s the oscaledé¢ / owid

Gaussian kernel and controls the amount of smoothing.

.

w0

for sigma=1:3:10

h= fspecial (' gaussian ¢, fsize , sigma);

out= imfilter  (im, h);

imshow (out);

pause;

end .
lide credit: Kristen Grauman B. Leibe
RWTH/ACHEN
UNIVERSITY}

Recap: The Gaussian Pyramid

Low resolution

High resolution 27

B. Leibe ource: Irani & Basr|
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Recap Derivatives an
1st derivative ., IIII
1 ‘  Maima of first
| " derivative

- | I 3 "
e | | | | i
| \ ul ‘,‘ i
. | ) 2nd derivative | |
o . | —
Rt Zoro Crossings /_/}‘/ ‘
ol second sl |
derivative ! |
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RWTHACHE
. . . _ UNIVERSITY
Recap: Resampling with Prior Smoothing

256 x 256 128 x 128 64 x 64 32 x 32 16 x 16

Artifacts!

no
smoothing

Gaussian

o=1
I‘I.I‘I'tll“
Gaussian
c=2
A Note: We cannot recover the high frequencies, but we
can avoid artifacts by smoothing before resampling.
B.Leibe Image Source: Forsih Pozn6
RWTH CHE
. . UNIVERSITY]
Recap: Median Filter
ABasic idea
« Replace each pixel by the =
median of its neighbors. SH12 120
23(90|27
Soi
Median value ___| 33[31]30] l "

AProperties 10 15 20 23 30 31

» Doesndt introduce newpi >_q.e|l Replace
values [ ,T]

123127

33 90

s« Removes spikes: good for [33]31 m]
impulse, salt & pepper noise i i

o Nonlinear

« Edge preserving

ide credit; Kristen Grauman B. Leibe
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Gaussian Derivative of Gaussian |
_ul40? F) i
ho(u,v) = ;e 202 ——ho(u,v) V2ho(u, v)
2702 dx

N ;'ERSlTY
S
Exerc,Se 25

Recap: 2D Edge Detection Filters

- Laplacian of Gaussian

AV?Zisthe Laplacian operator:
20 _ 0%f 4 9%f
Vef = 922 + dy?

de credit Kristen Grauman B. Leibe
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Repetition

A Image Processing Basics
« Image Formation
« Binary Image Processing
o Linear Filters
« Edge & Structure Extraction

Canny edge detector

A Segmentation & Grouping

Chamfer matching

=
X

A Object Recognition

A Local Features & Matching
A Object Categorization

A 3D Reconstruction

a t‘é

Hough transform for lines

A Motion and Tracking

N\
\ A7

Hough transform for circles 5,
B. Leibe

Recap: Edges vs. Boundaries

Edges useful signal to
indicate occluding
boundaries, shape.

ébut

often bo

Here the raw edge quite

output is not saoe fragmented, and we have extra
de credit; Kristen Grauman Oclutterd ed ge pol H
RWTH ACHET

Recap: Fitting and Hough Transform

Given a model of interest,
we can overcome some of
the missing and noisy
edges using fitting tech -
niques.

With voting methods like
the Hough transform,
detected points vote on
possible model parame-
ters.

de credit Kristen Grauman
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RWTH//CHEN
Recap: Canny Edge Detector

e
©rcise 24,

1. Filter image with derivative of Gaussian
2. Find magnitude and orientation of gradient
3. Non-maximum suppression:
o« Thinmulti-pi xel wide oridgeso
4. Linking and thresholding (hysteresis):
« Define two thresholds: low and high

s Use the high threshold to start edge curves and the low
threshold to continue them

down

A MATLAB:
>>edge( i mage, 6 @3 nn|
>> help edge

adapted from D. Lowe, L. Fei-Fe|

Recap: Chamfer Matching

A Chamfer Distance
« Average distance to nearest feature

. 1
Denumser(To 1) = erhm
teT

« This can be computed efficiently by correlating the edge
template with the distance -transformed image

Edge image Distance transform image
[D. Gavril
RWTH/ACHEN
. S

Recap: Hough Transform e’“"::s.,,

y yEmxcs b b
° (X.l' y2) *fb‘: ‘—:n:‘ 'm‘-‘r Yo
¢ (Xo Yo) — by ::;() \:
pbIiximiy;
my m

Image space

Hough (parameter) space

A How can we use this to find the most likely parameters
(m,b) for the most prominent line in the image space?

Let each edge point in image space vote for a set of possible

parameters in Hough space

Accumulate votes in discrete set of bins; parameters with the

most votes indicate line in image space.

de credit Steve Seit




RWTHACHE
Recap: Hough Transf. Polar Parametrization

RWTHACHE
Recap: Hough Transform for Circles Steraie
-1

A Usual (m,b) parameter space problematic: can take on

A Circle: center (a,b) and radius r
infinite values, undefined for vertical lines.

(x-a)°+(y-b)’=r*

d : perpendicular distance A For an unknown radius  r, unknown gradient direction

from line to origin

g : angle the perpendicular r

makes with the x -axis

Xxcosg- ysing=d
A Point in image space
Y sinusoid segment in
Hough space

de credit Steve Seit.

G

Image space

Hough space
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de credit Kristen Grauman

RWTHACHEN

Recap: Generalized Hough Transform Repetition
A What if want to detect arbitrary shapes defined by

A Image Processing Basics
boundary points and a reference point?

A Segmentation & Grouping
« Segmentation and Grouping . 3
« Segmentation as Energy Minimization Gestalt factors

At each boundary point,
compute displacement
vector: r=afi p;.

A Object Recognition @ 3
_ A Local Features & Matching J
For a given model shape: . o g
store these vectors in a A Object Categorization
table indexed by gradient

orientation d.

K-Means & EM clustering

A 3D Reconstruction

Image space

A Motion and Tracking

[Dana H. Ballard, Generalizing the Hough Transform to Detect Arbitrary Shapes, 1980]

Computer Vision WS 15/16
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Mean-shift clustering 4,

de credit; Kristen Grauman B. Leibe

Untersuchungen zur Lehre von der Gestalt,
Psychologische Forschung, Vol. 4, pp. 301 -350, 1923

http://psy.ed.asu.edu/~classics/Wertheimer/Forms/forms.htm
B. Leibe

A These factors make intuitive sense, but are very difficult to
translate into algorithms.

RWTH ACHET RWTH ACHET
Recap: Gestalt Theory Recap: Gestalt Factors
A Gestalt: whole or group [o @ o o o o Mo -
arallelism
s Whole is greater than sum of its parts
-~ ) ) [o o oo o & poiun
s Relationships among parts can yield new properties/features
e Similarity b
A Psychologists identified series of factors that predispose _ e 0T Symuuetry
set of elements to be grouped (by human visual system) L LU
61 stand at the window and WY A o, & Common Fate Continuits
g Theoretically | might say there were 327 brightnesses g °
e and nuances of colour. Do | have "327"? No. | have sky, o
(7] house, and trees. ¢ [ .(: :)(: :).
E Max Wertheimer E Common Region
S (1880-1943) S Clos
3 £
o o
o o

a1

42

B Leibe Fosyih & Ponce



http://psy.ed.asu.edu/~classics/Wertheimer/Forms/forms.htm

RWTH7TCTET
Recap: Image Segmentation

A Goal: identify groups of pixels that go together
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ide credit: Steve Seitz_Kristen Grauman B. Leibe
Recap: Expectation Maximization (EM)
. .
.

A Goal
§ o Find blob parameters ~ d that maximize the likelihood function:
i N
0
E p(datal8) = ] plx.l8)
s A Approach: n=1
< 1. E-step: given current guess of blobs, compute ownership of each point
3 2. M-step: given ownership probabilities, update blobs to maximize
2 likelihood function
§ 3. Repeat until convergence

45
ide credit: Steve Seit B. Leibe

RWTHARCHER
Recap: Mean-Shift Clustering

A Cluster: all data points in the attraction basin of a mode

A Attraction basin: the region for which all trajectories
lead to the same mode
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ide by Y, Ukrainitz & B, Sarel B. Leibe

RWTH7TCTET
Recap: K-Means Clustering

A Basic idea: randomly initialize the  k cluster centers, and
iterate between the two following steps

1. Randomly initialize the cluster centers, ¢ 4, ..., cx
2. Given cluster centers, determine points in each cluster
8 For each point p, find the closest  ¢;. Putp into cluster i
3. Given points in each cluster, solve for  ¢;
3 Set c; to be the mean of points in cluster i
4. If ¢; have changed, repeat Step 2

©

Sl

]

4 A Properties

s s Will always converge to some solution

< « Can be a o0local mi ni mumoé

g 0 Does not always find the global minimum of objective function:

5

g > > llp = eil?

o clusters ¢ points p in cluster i

S 44,
ide credit: Steve Seit; B. Leibe
Recap: Mean-Shift Algorithm Exerges

3.2
12 . . SR . :

m

N

4

2

@ :

; .

5| A Iterative Mode Search

< 1. Initialize random seed, and window W

3 2 Calculate center of grad zH(z)(the 0

:E, 3. Shift the search window to the mean zeW

3 4. Repeat Step 2 until convergence
ide credit: Steve Seit; B. Leibe 46
Recap: Mean-Shift Segmentation Steraie

.3/
A Find features (color, gradients, texture, etc)
A Initialize windows at individual pixel locations
A Perform mean shift for each window until convergence
AMerge wi ndows that end up
mode 7 7
] "&g; ',*i
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de credit Sveflana | azebnik B. Leibe







